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Abstract In the last years, scientific
workflows

have emerged as a fundamental abstraction

for structuring and executing scientific
experi-

ments in computational environments. Scientific

workflows are becoming increasingly complex and

more demanding in terms of computational re-

sources, thus requiring the usage of parallel tech-

niques and high performance computing (HPC)

environments. Meanwhile, clouds have emerged

as a new paradigm where resources are virtual-

ized and provided on demand. By using clouds,

scientists
have expanded beyond single parallel
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computers to hundreds or even thousands of vir-

tual machines. Although the initial focus of clouds

was to provide high throughput computing, clouds

are already being used to provide an HPC envi-

ronment where elastic resources can be instanti-

ated on demand during the course of a scientific

workflow. However, this model also raises many

open, yet important, challenges such as scheduling

workflow activities. Scheduling parallel scientific

workflows in the cloud is a very complex task since

we have to take into account many different crite-

ria and to explore the elasticity characteristic
for

optimizing workflow execution. In this paper, we

introduce an adaptive scheduling heuristic
for par-

allel execution of scientific workflows in the cloud

that is based on three criteria: total execution

time (makespan), reliability
and financial cost.

Besides scheduling workflow activities based on a

3-objective cost model, this approach also scales

resources up and down according to the restric-

tions imposed by scientists
before workflow exe-

cution. This tuning is based on provenance data

captured and queried at runtime. We conducted a

thorough validation of our approach using a real

bioinformatics workflow. The experiments were

performed in SciCumulus, a cloud workflow en-

gine for managing scientific
workflow execution.

Keywords Cloud computing · Scientific

workflow · Scientific
experiment · Provenance
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IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 20, NO. 1, FEBRUARY 2005Strategic Bidding Under Uncertainty: A BinaryExpansion ApproachMario Veiga Pereira, Member, IEEE, Sérgio Granville, Member, IEEE, Marcia H. C. Fampa, Rafael Dix, and
Luiz Augusto Barroso, Student Member, IEEE

Abstract—This work presents a binary expansion (BE) solutionapproach to the problem of strategic bidding under uncertaintyin short-term electricity markets. The BE scheme is used to trans-form the products of variables in the nonlinear bidding probleminto a mixed integer linear programming formulation, which canbe solved by commercially available computational systems. TheBE scheme is applicable to pure price, pure quantity, or jointprice/quantity bidding models. It is also possible to representtransmission networks, uncertainties (scenarios for price, quan-tity, plant availability, and load), financial instruments, capacityreinforcement decisions, and unit commitment. The application ofthe methodology is illustrated in case studies, with configurationsderived from the 80-GW Brazilian system.Index Terms—Electricity pool market, market models, mixed-integer linear programming, optimization methods.

NOMENCLATURE
The generators are indexed by . Those that be-long to the bidder, agent A, are indexed by ; the remaininggenerators are indexed by . The bids for arethe main decision variables for the strategic bidding problem.They are characterized by prices (in dollars perMegawatthour) and quantities (in Megawatthours).The price and quantity bids for the remaining generatorsare assumed to be known. They are represented in the biddingproblem as and . When scenarios are used torepresent uncertainties, the bids for in each scenario aredifferent but are still assumed to be known values.

I. INTRODUCTION

M ANY countries around the world have implementedreforms in their power sectors, with emphasis on com-petition and private investment. Although the details of theregulatory frameworks change in each country, their overallorganization in most cases follows the same principles, knownas the “standard model” [12]. One of the basic features inthe standard model is a short-term electricity market, whereenergy sales and purchases are settled on an hourly basis. In asimplified way, the short-term market works as follows: 1) At
Manuscript received May 28, 2004. Paper no. TPWRS-00577-2003.M. V. Pereira, S. Granville, and L. A. Barroso are with Power Systems Re-

search, Rio de Janeiro, Brazil (e-mail: psr@psr-inc.com).M. H. C. Fampa is with Instituto de Matemática/COPPE-Sistemas, Uni-
versidade de Federal do Rio de Janeiro, Rio de Janeiro, Brazil (e-mail:
fampa@cos.ufrj.br).

R. Dix is with Instituto de Matemática Pura e Aplicada, Rio de Janeiro, Brazil
(e-mail: rafadix@impa.br).Digital Object Identifier 10.1109/TPWRS.2004.840397

the end of each day, generators and loads submit price andquantity bids for each hour of the following day; 2) an equi-librium process is then simulated, where the settlement price,or spot price, is adjusted until total dispatched generation isequal to total load; and 3) the energy produced by the dis-patched generators (consumed by load agents) is remunerated(charged) based on the spot price.The existence of a bid-based dispatch/settlement poses com-plex technical challenges for both bidders and regulators. Foreach bidder, the question is how to develop bidding strategiesthat maximize their expected net revenue. For example, [9]shows that the optimal strategy for a price-taker bidder is tobid the plant’s variable operating cost. In the case of thermalplants, this strategy would seem straightforward, because thevariable costs are (mostly) a function of fuel costs. In thecase of hydro plants, however, the situation is far from clear.The reason is that the hydro reservoirs allow the bidder topostpone energy production if future prices are expected to behigher than the current price. As a consequence, the plant’svariable cost is actually an opportunity cost, which dependson future scenarios of hydrology, load, and, most importantly,on the future production of other generators. The calculationof opportunity costs for hydro plants is a complex stochasticoptimization problem, which is usually solved by stochasticdynamic programming techniques [8], [17], [18].In addition, the cost-based bidding scheme proposed in [9]is optimal only if the bidder has no market power, i.e., is un-able to influence the system spot prices. As it is well known,this assumption may not be true in several situations, for ex-ample, in the peak load hours or when transmission constraintsare binding. In these cases, bidders will be interested in devisingstrategies for optimizing their revenues, such as decreasing thequantity offered and/or increasing the price bids. Conversely,regulators will be interested in analyzing such strategic biddingschemes, in order to prevent abuses.The strategic bidding problem is usually formulated as abilevel optimization problem, which is, in turn, transformedinto a nonlinear programming model through the use ofKarush–Kuhn–Tucker complementarity conditions [10], [11],[19], [20]. Because the resulting problem is highly nonconvex,there has been an intensive search for efficient solution methods,with proposed solution schemes ranging from heuristics to spe-cialized algorithms and specific equilibrium models (see [3],[10], [11], and [14]). Although several efficient approacheshave been reported in the literature, it is usually not possibleto ensure that the global optimal solution has been found.0885-8950/$20.00 © 2005 IEEE
Authorized licensed use limited to: UNIVERSIDADE FEDERAL DO RIO DE JANEIRO. Downloaded on November 09,2020 at 22:00:12 UTC from IEEE Xplore.  Restrictions apply. 
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Abstract

Software development is a people intensive activity. The abilities possessed by developers are strongly related to process pro-

ductivity and final product quality. Thus, one of the most important decisions to be made by a software project manager is how to

properly staff the project. However, staffing software projects is not a simple task. There are many alternatives to ponder, several

developer-to-activity combinations to evaluate, and the manager may have to choose a team from a larger set of available developers,

according to the project and organizational needs. Therefore, to perform the staffing activity with ad hoc procedures can be very

difficult and can lead the manager to choose a team that is not the best for a given situation.

This work presents an optimization-based approach to support staffing a software project. The staffing problem is modeled

and solved as a constraint satisfaction problem. Our approach takes into account the characteristics of the project activities, the

available human resources, and constraints established by the software development organization. According to these needs, the

project manager selects a utility function to be maximized or minimized by the optimizer. We propose several utility functions, each

addressing values that can be sought by the development organization. A decision support tool was implemented and used in an

experimental study executed to evaluate the relevance of the proposed approach.

! 2007 Elsevier Ltd. All rights reserved.

Keywords: Staffing; Constraint satisfaction problems; Branch and bound

1. Introduction

Software development organizations survive in a competitive market by profiting from the conversion of developers’

effort to useful and successful software products. To build such products, the organization usually follows a process

that divides the development effort into several activities. Each of these activities requires specific characteristics (e.g.,

such as skills, capabilities, and experience). Most of these characteristics are sought in human resources assigned to

accomplish the activities. Thus, human resource allocation, or staffing, is an important issue to be analyzed when

software development is undertaken as a value-driven business.

The need to properly staff a project raises a fundamental question: Given a group of available developers and a

set of project activities, which developer-to-activity assignment yields more value to the organization? Since human

resources usually represent the major cost account for a software project and the alignment of their characteristics

∗ Corresponding author.

E-mail addresses: ahilton@cos.ufrj.br (A. Barreto), marcio.barros@uniriotec.br (M.deO. Barros), werner@cos.ufrj.br (C.M.L. Werner).

0305-0548/$ - see front matter ! 2007 Elsevier Ltd. All rights reserved.

doi:10.1016/j.cor.2007.01.010

LIST PARTITIONS∗

TOMAS FEDER†, PAVOL HELL‡, SULAMITA KLEIN§, AND RAJEEV MOTWANI¶

SIAM J. DISCRETE MATH.

c© 2003 Society for Industrial and Applied Mathematics

Vol. 16, No. 3, pp. 449–478

Abstract. List partitions generalize list colorings and list homomorphisms. (We argue that

they may be called list “semihomomorphisms.”) Each symmetric matrix M over 0, 1, ∗ defines a

list partition problem. Different choices of the matrix M lead to many well-known graph theoretic

problems, often related to graph perfection, including the problem of recognizing split graphs, finding

homogeneous sets, clique cutsets, stable cutsets, and so on. The recent proof of the strong perfect

graph theorem employs three kinds of decompositions that can be viewed as list partitions.

We develop tools which allow us to classify the complexity of many list partition problems and, in

particular, yield the complete classification for small matrices M . Along the way, we obtain a variety

of specific results, including generalizations of Lovász’s communication bound on the number of

clique-versus-stable-set separators, polynomial time algorithms to recognize generalized split graphs,

a polynomial algorithm for the list version of the clique cutset problem, and the first subexponential

algorithm for the skew cutset problem of Chvátal. We also show that the dichotomy (NP-complete

versus polynomial time solvable), conjectured for certain graph homomorphism problems, would, if

true, imply a slightly weaker dichotomy (NP-complete versus quasi-polynomial) for our list partition

problems.

Key words. list homomorphisms, H-colorings, graph partitions, perfect graphs, split graphs,

skew cutsets, clique cutsets, 2-joins, communication bound, dichotomy, constraint satisfaction prob-

lems, quasi-polynomial algorithms, NP-completeness, polynomial time algorithms

AMS subject classifications. 05C85, 05C15, 05C17, 68Q25

PII. S0895480100384055
1. Introduction. Many combinatorial problems seek a partition of the vertices

of a given graph into subsets satisfying certain constraints internally (a set may be

required to be stable or complete) and externally (two sets may be required to be com-

pletely nonadjacent—no vertex of one adjacent to any vertex of the other—or com-

pletely adjacent—each vertex of one adjacent to each vertex of the other). We may

formulate a common generalization of such problems as follows: partition the vertices

of an input graph into k parts A1 , A2 , . . . , Ak with a fixed “pattern” of requirements

as to which Ai ’s are stable or complete, and which pairs Ai , Aj are completely non-

adjacent or completely adjacent. (In some cases, we also deal with a generalization

where we replace “stable” and “complete” with more general notions of “sparse” and

“dense.”) These requirements may be conveniently captured by a symmetric k-by-k

matrix M in which the diagonal entries Mi,i encode the internal restrictions on the

∗Received by the editors March 18, 2000; accepted for publication (in revised form) January

9, 2003; published electronically May 22, 2003. A preliminary version of this paper appeared in

Proceedings of the 31st Annual ACM Symposium on Theory of Computing, Atlanta, GA, 1999, pp.

464–472.
http://www.siam.org/journals/sidma/16-3/38405.html

†tomas@theory.stanford.edu.

‡School of Computing Science, Simon Fraser University, Burnaby, BC, Canada, V5A1S6

(pavol@cs.sfu.ca). This author’s research was supported by a research grant from the National

Sciences and Engineering Research Council.

§Departamento da Ciência da Computação - I.M., COPPE/Sistemas, Universidade Federal do

Rio de Janeiro, RJ, 21945-970, Brazil (sula@cos.ufrj.br). This author’s research was supported by

CNPq and PRONEX 107/97.

¶Department of Computer Science, Stanford University, CA 94305-9045 (rajeev@cs.stanford.edu).
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A skew partition as defined by Chvátal is a partition of the vertex set of a graph

into four nonempty parts A!B!C!D such that there are all possible edges between

A and B and no edges between C and D. We present a polynomial-time algorithm

for testing whether a graph admits a skew partition. Our algorithm solves the more

general list skew partition problem, where the input contains, for each vertex, a

list containing some of the labels A!B!C!D of the four parts. Our polynomial-

time algorithm settles the complexity of the original partition problem proposed by
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Cross versus Within-Company CostEstimation Studies: A Systematic ReviewBarbara A. Kitchenham, Member, IEEE Computer Society, Emilia Mendes, and
Guilherme H. TravassosAbstract—The objective of this paper is to determine under what circumstances individual organizations would be able to rely on

cross-company-based estimation models. We performed a systematic review of studies that compared predictions from cross-

company models with predictions from within-company models based on analysis of project data. Ten papers compared cross-

company and within-company estimation models; however, only seven presented independent results. Of those seven, three found

that cross-company models were not significantly different from within-company models, and four found that cross-company models

were significantly worse than within-company models. Experimental procedures used by the studies differed making it impossible to

undertake formal meta-analysis of the results. The main trend distinguishing study results was that studies with small within-company

data sets (i.e., < 20 projects) that used leave-one-out cross validation all found that the within-company model was significantly

different (better) from the cross-company model. The results of this review are inconclusive. It is clear that some organizations would

be ill-served by cross-company models whereas others would benefit. Further studies are needed, but they must be independent (i.e.,

based on different data bases or at least different single company data sets) and should address specific hypotheses concerning the

conditions that would favor cross-company or within-company models. In addition, experimenters need to standardize their

experimental procedures to enable formal meta-analysis, and recommendations are made in Section 3.

Index Terms—Cost estimation, management, systematic review, software engineering.

Ç1 INTRODUCTION

EARLY studies of cost estimation models (e.g., [12],
[8]) suggested that general-purpose models such as

COCOMO [1] and SLIM [24] needed to be calibrated to
specific companies before they could be used effectively.
Taking this result further and following the proposals made
by DeMarco [4], Kok et al. [14] suggested that cost
estimation models should be developed only from single-
company data. However, three main problems can occur
when relying on within-company data sets [3], [2]:1. The time required to accumulate enough data on

past projects from a single company may be
prohibitive.

2. By the time the data set is large enough to be of use,
technologies used by the company may have
changed, and older projects may no longer be
representative of current practices.3. Care is necessary as data needs to be collected in a

consistent manner.

These problems motivated the use of cross-company
models (models built using cross-company data sets, which
are data sets containing data from several companies) for
effort estimation and productivity benchmarking, and,
subsequently, several studies compared the prediction
accuracy between cross-company and within-company
models. In 1999, Maxwell et al. [18] analyzed a cross-
company benchmarking database by comparing the accu-
racy of a within-company cost model with the accuracy of a
cross-company cost model. They claimed that the within-
company model was more accurate than the cross-company
model, based on the same holdout sample. In the same year,
Briand et al. [2] found that cross-company models could be
as accurate as within-company models. The following year,
Briand et al. [3] reanalyzed the data set employed by
Maxwell et al. [18] and concluded that cross-company
models were as good as within-company models. Two
years later, Wieczorek and Ruhe [26] confirmed this same
trend using the same data set employed by [2]. Three years
later, Mendes et al. [20] also confirmed the same trend using
yet another data set.These results seemed to contradict the results of the

earlier studies and pave the way for improved estimation
methods for companies that did not have their own project
data. However, other researchers found less encouraging
results. Jeffery et al. undertook two studies, both of which
suggested that within-company models were superior to
cross-company models [6], [7]. Two years later, Lefley and
Shepperd claimed that the within-company model was
more accurate than the cross-company model, using the
same data set employed by Wieczorek and Ruhe [26] and
Briand et al. [2]. Finally, a year later Kitchenham and
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Abstract: One of the main challenges of scientific experiments is to allow scientists to manage 
and exchange their scientific computational resources (data, programs, models, etc.). The 
effective management of such experiments requires a specific set of cardinal facilities, such as 
experiment specification techniques, workflow derivation heuristics and provenance mechanisms. 
These facilities may characterise the experiment life cycle into three phases: composition, 
execution, and analysis. Works concerned with supporting scientific workflows are mainly 
concerned with the execution and analysis phase. Therefore, they fail to support the scientific 
experiment throughout its life cycle as a set of integrated experimentation technologies. In large 
scale experiments this represents a research challenge. We propose an approach for managing 
large scale experiments based on provenance gathering during all phases of the life cycle. We 
foresee that such approach may aid scientists to have more control on the trials of the scientific 
experiment. 

Keywords: scientific workflow; scientific experiment; in silico experiment; scientific experiment 
life cycle; e-science. 
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